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Abstract: State-machine replication (SMR) builds on consensus protocols to establish an ordering of
client requests, which ensures that all replicas receive requests in a deterministic order. Traditionally,
requests are executed after the request ordering is definitive. Throughout the years, however, different
approaches have been proposed where requests are either tentatively executed while the consensus
instance is still running, or speculatively before or even without undergoing a consensus protocol.
The main goal of such optimistic approaches is to reduce the performance impact induced by the
consensus protocol.
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The concept of tentative request execution has already been outlined by Castro et al. with the
publication of the PBFT consensus protocol [CL02]. The basic idea is that replicas can already
execute requests before the final communication step of the protocol is completed, since the
request ordering can be considered to be definitive with high probability. However, in case a
view-change occurs before the consensus instance is finalized, the replicas have to discard
the results and roll back to their latest checkpoint. A few years later another optimization
has been proposed for the PBFT protocol, which leverages additional speculation on the
client-side to further reduce the latency impact of the consensus protocol [We09]. Zyzzyva
leverages speculation on both client- and server-side to further reduce the communication
overhead between the replicas during normal operation [Ko09]. Here, clients are responsible
for detecting inconsistencies between the replica’s responses and to report these such that
the system is able to recover.

While the main goal of the before mentioned approaches is to reduce the request processing
latency, there are also approaches that leverage speculative execution to increase system
throughput. Some of these approaches utilize application-specific knowledge to optimistically
perform concurrent execution of non-conflicting requests [Ka10, Ka12]. If the speculative
execution leads to diverging results, a fallback mechanism has to be invoked to restore a
consistent system state. In contrast, there have been some proposal that leverage software
transactional memory (STM) to perform optimistic concurrent execution, which do not have
to rely on a separate fallback mechanisms [Zh16, Ge23].

This talk will provide an overview about different optimistic mechanisms that can be
employed to improve performance of SMR systems under optimal system conditions.
Additionally, it will discussed under which circumstances these mechanisms are actually
beneficial, given that the recovery from failed speculation can be relatively expensive.
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