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The motivations for decentralized operation using State Machine Replication (SMR) range
from economic and organizational reasons like equitable participation to technological
requirements like increased resilience, i.e., availability under high load, (network) faults,
and attacks. SMR is based on a consensus primitive (atomic broadcast), that primarily
defines the fault tolerance and, strongly associated, the performance of the overall system.
Consensus research has been shaped by PBFT [CL02] and the partially synchronous timing
model [DLS88] for more than 20 years. HotStuff [Yi19] broke with PBFT’s static leader
paradigm and replaced the leader regularly (rotating leader). This paradigm shift significantly
improved latency and throughput and avoided expensive but infrequent leader changes.
Asynchronous algorithms, on the other hand, cannot rely on a distinguished leader since
no assumption can be made on delivery and processing times apart from eventual delivery.
Although asynchronous methods show fundamental challenges with garbage collection,
graph-based methods [Da22] demonstrate resilience and impressive performance.

For (partially) synchronous systems, it is well-known that Trusted Execution Environments
(TEEs) can be used to implement Byzantine fault-tolerant SMR with an honest majority
(e.g., [Ve11] for static and [De22] for rotating leaders). TEE-Rider [LH23] showed how
a TEE-based signature service can be used to transform a graph-based asynchronous
atomic broadcast protocol to withstand Byzantine faults with an honest majority. TEE-based
protocols rely on a TEE to prevent equivocation [BCS22], at the same time requiring
significant trust in the TEE and increasing resilience and efficiency. Known issues (e.g.,
[Bu18]) indicate that this trust may not be justified in all environments. However, in certain
scenarios, one can build on stronger assumptions: We are currently working on public
transport federations [Le23] with tens of federation members that collaboratively operate a
ticketing service based on SMR. Federation members, or operators, still would like to be
Byzantine-tolerant but can build on stronger trust assumptions. We therefore propose the
“Not eXactly Byzantine” (NxB) operating model in which we assume that operators (1) do
not attack their TEE, (2) do not manipulate the business logic of the application, and (3)
enable significant long phases of synchrony for “maintenance work”.

In this talk, I will show that the combination of the NxB model and the leaderless nature of
graph-based protocols provide improved scaling performance compared to leader-based or
leader-rotating approaches. Based on TEE-Rider, we designed and implemented a complete
NxB fault-tolerant SMR protocol, called NxBFT. We implemented a TEE-based method
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for quadratic communication overhead, a TEE-based common coin with no overhead after
setup, and reactive recovery of crashed TEE-based replicas. To evaluate scaling capabilities
and performance under faults, we conducted a comparison to MinBFT [Ve11] (static
leader) and Chained-Damysus [De22] (rotating leader). NxBFT achieves a throughput of
400 kOp/s at an average end-to-end-latency of 1 s for 40 replicas and shows competitive
performance under faults. The results show that when the NxB fault model can be assumed,
the proposed NxBFT approach can take advantage of it. Compared to MinBFT or Damysus,
throughput scales through inherent load balancing with a reasonable latency penalty. While
working on such a complete solution for a TEE-based and asynchronous SMR protocol, we
also observed that the intricacies of the combination of TEEs and asynchrony are not yet
fully explored: in particular, we show that recovery, and, thus, checkpointing and garbage
collection of failed replicas is more challenging with TEEs than without them.
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