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Abstract

Fault-tolerant systems can be constructed, using the State Machine Replication (SMR)
approach [Sc90]. SMR offers a method to increase reliability in face of e.g., crash [SS83]
or byzantine [LSP82] faults. While modern systems with Byzantine Fault Tolerance (BFT)
demonstrate increasing efficiency, the involved overhead limits their applicability. In the
last four decades, a plethora of work has been dedicated to the study and optimization
of this problem space [Zh24]. The state of the art is complex and identifying a suitable
solution for a target scenario is non-trivial. Conceptual modification of existing algorithms
typically requires a rework of safety and liveness proofs, and the modified protocol becomes
yet another choice in the set of candidates. Furthermore, with increasing performance of
BFT-SMR systems, components can become a limiting factor for some scenarios [Ca23].

We propose a different approach toward improving practical BFT-SMR [Se22]. The study of
BFT-SMR components – building blocks – holds optimization potential, while preserving
proven algorithm guarantees. We identify frequently assumed components from related
work as candidates and study selected building blocks in theory and practice. The seminal
HotStuff [Yi19] algorithm is used as a representative BFT-SMR system. We analyze,
implement, and experimentally verify modification of the chosen building blocks, using
the freely available HotStuff codebase. As candidate building blocks, we study (1) the
underlying network transport [Se24], including four transport protocols and two secure
channel implementations, and (2) underlying cryptographic primitives such as signature
schemes [vSRC24], including 3 threshold signature schemes, one regular digital signature
scheme, and additional metrics to support detailed evaluation. In the experiments, we vary
a range of typical BFT-SMR and building-block-specific parameters.

We observe varying results. Depending on the target building block, parameters, and
scenario, both performance improvement and decline are possible. For (1), secure channel
usage incurs a small performance overhead in our scenarios. We regard their usage as
functional. Furthermore, we consider TCP to be the best default transport protocol choice,
except for edge cases. We observe performance improvements of up to ∼ 20% between
transport protocols and configurations for some scenarios. These differences are primarily
governed by protocol logic for e.g., handling of adverse network conditions such as loss.
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For (2), interactiveness limits the applicability of signature schemes in BFT-SMR context.
We find BLS threshold signatures to be the most compatible from the set of studied schemes,
while they incur elevated cryptographic base operation costs. Studied semi-interactive
schemes may have performance improvement potential if presigning can be executed fast
enough to not limit consensus speed. For small to medium network sizes, we do not observe
performance improvements through usage of threshold signatures and consider simple
digital signatures to be the best default solution here. Throughput differences between
schemes can be alleviated by suitable choice of batch size, while latency differences remain.

The study of building blocks offers a helpful method to explore the optimization potential
of BFT-SMR systems. Impact and significance vary with building block, scenario, and
upper-layer algorithm semantics. We contribute to the state of the art by extending studied
schemes and parameters in the chosen areas in number and detail.
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